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Abstract—In this paper, we propose an alternate approach to ad-hoc ~ we shall callhome Moreover, the ultimate objective of the
networkir:jg called I?est Efforthmulti-Hop (?eogfraphical R?utir(gEHGig)- sensor module is to gather or sense a measurement. Processing
BEHGR does not fit under the current classifications of on-demand or . . .
table-based approaches to ad-hoc routing, but instead statistically at- E_md forwarding data,ls Secon.dary but still r_'eeded' La_St' collec-
tempts to dynamically route packets to a central location in a “best effort’  tion of most recent information of the entire (or partial) sen-
manner. The basis of such a protocol assumes that a sufficient measure of sor network need only be statistically accurate. Specifically,

the performance of the network is a statlstlcal_ly accurate representation we propose a global class of protocols developectfatisti-
of the overall collected sensor data. The metrics representing the perfor-

mance include the concept oturrentness cally accurate sensor networKSASN) , or rather a network
capable of statistically representing the currentness [3] of the
I. INTRODUCTION distributed information. Thus, in a SASN, it is sufficient that

In recent years, considerable work has been placed towaphply some of the coIIect'ed and transmi'tted data from ear;h of
analyzing and presenting innovative protocols for ad-hoc net: fethnodes reac(r; ho(;ne :In otrdde:jt? provide an accurate picture
working [1] [2], where the overlying assumption is a direct®' € meashqrel and coflec eh ;?' . iz PS h
application of these protocols toward sensor networks. In this G€0graphical routing methodologies utilizing GPS have
paper, we identify some of the specific issues unique to typ een p_resented _for position |dent!f_|cat|on [‘.1]. [5].[6] [7] [8]'
of sensor networks that allow for potentially new directions inEXtT_n_dl'ng onhthls conce_gt, [E;] utilizes position mfg_rman:)TP
protocols of distributed sensor networking. Initially, we review €XP 'F'ty as the sensor | e_ntl ler as oppose to traditiona
key aspects of the current trends in ad-hoc networking an@be}mg or the wireless equivalent of Iaygr 1 ex'ternal gateway
then leverage assumptions specific to some sensor network@Uting protocols such as BGP-4, thus eliminating the need to

We propose a computationally relaxed approach to distributeﬁppend F’OS'“O_” mformatpn_m th_e data payloaq. Moreove_r 1N
multi-hop data collection and present some results. a dynamic environment, minimal interaction of link connection

status while maintaining relative position within in the network
is sufficient for statistically forwarding information toward a
central location, i.e. geographic awareness and the “position
In the so-called infrastructureless mobile network environgatabase” concept used for node position identification [10] is
ment, there are no fixed routers, all nodes may have mobility;ot a requirement for distributed sensor measurement network-
and connectivity is typically dynamic. The current approach isng.
to classify Ad-hoc routing protocols either as table-driven or |n the following sections, we characterize SASN's and then
on-demand [2]. Table driven protocols such as DSDV, CGSRyropose an approach synonymous with the original Internet
and WRP attempt to maintain up-to-date routing informationprotocol philosophy of “best effort” networking while utiliz-

from each node to all other nodes through routing tables. Ifhg the minimal knowledge of geographical positioning.
source-initiated on-demand protocols such as AODV , DSR , . STATISTICALLY ACCURATE SENSORNETWORKS

TORA, ABR SSR, a node will request a route discovery pro-
cess, establish a route, and maintain the route to a destinationA statistically accurate sensor network is a network such that
until the route is no longer accessible or the route is no longehe database collection of information from the sensors pro-
required. For both approaches, resources are allocated for leides a sufficiently accurate representation of the distributed
cation awareness (at least for the initial state) and some formature of the sensor network. In SASN's, no routing tables
of route topology mapping. are required and no route discovery procedure is explicitly ex-
In a distributed sensor network, the criteria for maintain-ecuted end-to-end. Nodes either act as clients to forward pack-
ing a functional network may differ from these recently pro-€ets or as server’s in order to receive packets. At first, the be-
posed ad-hoc routing protocols. Specifically, the act of collecthavior for servers and clients may seem reversed to the termi-
ing data does not necessarily require connectivity between tH®logy server and client respectively, but from the perspective
nodes, but rather, sufficient connectivity to at least one nodef establishing a connection in a point to multi-point network
used to route information toward some central location whictusing RF transceivers and forwarding packets toward a cen-
tral location, the terminology holds. Relative position towards

M. G. Corr's work was done in part to fulfill requirements of a M.S. the- 5 central location such asmedetermines if a packet is in
sis at Dartmouth College, Thayer School of Engineering. Funding for M. G.

Corr was provided by the Institute for Secure Technology Studies, DartmoutRt loop or is effe,C“V?W b_e'ng hande_d.Off t'O a node closer to
College, Hanover, NH. the central location, i.e. intended unidirectional flow of sensor

A. Overview of ad-hoc networking aspects
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information. Error checking is performed, but there are no acB. Best Effort multi-Hop Geographical Routing
knovyledgments and no guarantees that th_e server has properIyWe consider a multi-hop distributed sensor network where
received the packet forwarded from the client. One could alsg . .
. . . ; : each module is a node that is randomly placed a number of
view this as a form of connectionless oriented location awarée : . . .
. geographical units apart where each geographical unit could
ad-hoc sensor networking [11]. . . : :
_be considered as the maximum RF reception distance. Each
We assume we have sensors (nodes), where each node issensor or module is identical in nature and will adapt within the
capable of uni-directional transmission based on power levéletwork based on the geographical position relative to some
of radiusd g r over a unit circular area. Gupta and Kumar [12] predefined home base.
have shown that given that each node covers RF circular trans- ach sensor will oscillate between amount of time in client
L. 1 . .
mission areards, . = %C(”) then the network approaches mode and amount of time in server mode. Moreover, each sen-
connectivity with probabilityl. The connectivity requirement sor will dynamically adjust time allocated as a client (client
stated in [12] is in fact stronger than necessary for our networknode period) versus time allocated as a server (server mode
We shall view this as a sufficient condition and leave the Preperiod), where a client’s main purpose is to forward data to
cision of connectivity for future work. the follow on node (in this case also called the server) and the
server’s main purpose is to receive data. In addition, each sen-
sor allocates a fixed amount of time locally collecting sensor
data.
The traditional approach of throughput and delay remain The Ilkellhooq of_a sensor being in cll.ent mode as oppose
to server mode is directly dependent on its relative geographi-

significant in a statistically accurate sensor network. We con- " o
cal position to home. Specifically, a sensor located near home

siderthroughputas the total number of packets that arrived up Il adaot t d statistically allocati i
to timet divided by the total number of packets generated uﬁN'  adapt toward statistically aflocating more ime as a server,
hile a sensor located a number of RF hops away from home

to timet. We can then consider the throughput of a given node". . . . .
within the network or the overall throughput of the network.W'" adapt toward statistically allocating more time as a client.
The statistical allocation of allotted time will result in varia-

The network we consider may potentially have high loss inthe. ™. the likelihood of i client mod hronizi
sense of dropped packets due to queue overflow or dropp @ In the iikelinood of a sensor in client mode synchronizing

packets due to bit errors in transmission over a noisy channe|" ime W'th_a sensor in server mo_de. The relgtlonshlp be-
tween duration of time as a client increasing with respect to

Another metric in addition to throughput is providing a mea-the number of hops from a central location holds for cases of
sure of delay. We attempt to relax the condition of delay t0aggregating data among the hops.
allow for a metric of being sufficiently current information. In 114 algorithm for allocation of time in server versus client
general, one could view currentness as a probabilistic form gf,,4e is shown in Figure 1 whex@(i, k) and $(i, k) is the
delay. amount of time allotted during oscillation roundor the k*"

We propose a new metric of performance for ad-hoc sensaier module as a client and server respectively. Prior to entering
networks called currentness. The concept of currentness wétse oscillation period (client and server mode), a sensor waits
first formally proposed for estimating the speed of re-indexingn client mode for the home location to broadcast and forward
web server webpage access [3]. We refine and formalize thte current location of the home node in order to provide a
definition for ad-hoc sensor networks.

Let 6(¢) be the interval of time between generation and ar-
rival at the final destination of information piece

A. Performance Metric

:

A
Calculate:

Definition 1((«, 3)-currency of a source in a network)
A source in a network is said to §e,, 3) current if each piece
of received informatiori from the source arrives at the desti-
nation within some interval of timé(i) < / with probability

a. Hops(W)
Similarly, we can present the concept of an entire network g((g:f))
being(«a, B) current with respect to a specific destination. ri
Definition 2((«, B)-currency of a network ) A network is Server Mode é
said to be(«, 8) current if each network generated piece of S0K) s
received informationi arrives within some interval of time ; =
§(i) < 3 with probability . ClienMode| &
. C(j,k
Note that this concept allows for a relaxed approach to re- 00

ceiving up-to-date information while maintaining a level of
performance_ Fig. 1. Algorithm for server/client time BEHGR protocol time allocation
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direction to route. The process of broadcasting the coordinatedse if Clientw locks with Serveny’ and receives a valid tier
of home are repeated in a radial fashion relative to the curremalue,k > &/, then
location of home. . .

Let IV be the set of all nodes in the network. Define the C(i, k) =C(i—1,k),
home sensor unit as a base station located at Cartesian coorgllée if Clientw does not lock at all, i’ unknown), then
nates{z, ¢). For the modulev, we have coordinatgs:.,,, y.,),

and so the radial distance of th¢” sensor from home is Ci, k) = min{C(i — 1, k) + Tuteps YHumaz } -
dy =/ (w — £)2 + (Y — 9)? - where H,,;,, is the minimum number of slots allowed as a
client, T, is the potential variation in number of time slots
Let for each oscillation round, and is a positive real number
Kops (W) = A , greater that. _ _
drF As stated earlier, BEHGR does not provide and end-to-end

be th iti-h ter of whered s is th . route discovery process. However, BEHGR does implement a
€ the multi-hop parameter ol, Wherédrp IS thé maximum = ., 4a giscover process on a per link basis, comprising of the

reception .RF distance. Eor the a_ctual |mplementat_|on ofan a[ﬁitial calculation of hop count and client duration update de-
gorithm, since the true distance is dependent on bit error rate

we select a distance with low probability of a bit error, approx-§Crlbed earlier in the paper.

imately 1075, Thus, ky.,s(w) provides a measure of the ap- . ANALYSIS
proximate number of hops required by sensdp reach home In this section we obtain some bounds on some performance
assuming a chain ofy,,,s (w) sensors separated at a distancemetrics and plot some preliminary performance using a real
of dgr. Clearly, the actual number of hops will be dependentest-bed of sensors.

on the topology of the distributed sensor network which is is The following lemma provides a sense of the worst case

not known in an ad-hoc or dynamically changing network. Wedelay due to hop synchronization over multiple hops with no

define the tier valué for modulew as competing nodes at each hop and no physical link errors.
Lemma 3JHop Delay) For an error free environment where
k= knops]| - each hop contains a single module, the worst case number of
time slots to propagate a piece of information from a module
Let the set of modules belonging to thé tier be w at thek!” tier is
N (k) = {w : [Fnops(w)] = k¥ w e W}, T(w) = (kH)Hmaﬁ#

where|z | is the floor function of a real number. time slots.

Let C'(i, k) ancti};S’(-z', k) be the Client and Server state time  As depicted in Figure 2, utilizing the BEHGR protocol, the
duration of thek™ tier modules during oscillation round  \yorst case number of time slots required to forward a packet

wherei = 0 is the initial state time duration. home due to synchronization delay but with zero interference
For Server mode, the duration of time remaining in Serveand zero queuing delay is critical to the selection of the maxi-
mode is fixed such that mum number of hopHnLaz-
. ) Consider a x k grid as depicted in Figure 3, where each
S(i,k) = Hipaz =k Vi 20, sensor node is located on a grid such that the nearest neighbor
where H,,,,.. is the maximum allowed number of hops from
the outermost module in the network to Home. o L merof i stots v hops ‘
The Client state time duration varies in an adaptive manner, A

conditioned on the attempted lock to a Serwéivhere the tier
value of Server’ is k’. We write the initial state of th&t"
tier modules as

150 -

100

C(0,k) = Hypaw + k -

# of time slots

For all other oscillation rounds, we condition the client’s fol-
lowing oscillation round duration based on locking to a server
in the proper direction. Specifically, if Client locks with T A B T
serverw’, but does not receive a valid tier value< &', then Fig. 2. This depicts the worst case optimal number of time slots required to
route a packet from thet" hop with no competing nodes using BEHGR and
C’(@ k) = max{H,nin, C’(z —1,k) = Tatep} a maximum number of hopd .4 = 10, 20.

)
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Kk Kol B2 K22 kR Home designates the depth of each set of nodes, where the set
ook k'z_ 2k+1.k2‘ ks s Kok pf nodes contained along _the dlegonal line closest to th_e Home
is of depthl and so on until the final node on the opposite cor-
ner containing dept@k — 2. Thus, for & x k grid with Home
located at a corner, we have
& 2k ;k+2 3k.—2 i;k—l 1
... .. Pr{Tpxi < < i ;
k kil k+2 2k-2  2k-1 r{Tiow < B} < k21 {le 1+ lezk }
o 1 2 2 e 1 2k2 —2 &
= 2o -2 ill—a)*
Fig. 3. k x k grid with spacingig - =2
k—
o . ) . . Z 2k ap—t1
is either on the horizontal or vertical axis at a distadgg- P
such that only these nearest neighbors are within RF range of
. . . 2k2 -2 g
the node of interest. Suppose that Home is located in the lower { 2 —(1—p)Yi,i(l—p)" }
left corner. Then each of the othet — 1 nodes are expected < k2 _ 1
to route information via neighboring nodes back to Home. L k—1
Theorem 4Currentness fok x k grid) For ak x k grid, _ 2_p i(1— p)z=T .
where packets are generated at most one per oscillation round, k2 =1

the probability that t_he number of time slots is less than orIf $ — 0. we are in client mode all the time, and €b —
equal to some valug is

H,pow + k. Thus, at the leasty’ > H,,.. |If packets are
generated at most one packet per oscillation round, then we

1 L k}
Pr{Tpx, < B} <1— T’jﬂl Zi(l - H;I)? havep <
1 Z:i 1 - =& 1 s
_% ZZ(l - H,iax)“ﬁ‘i . Priios <y <1 k2 —1 i=2 Z(l Hm‘“c)
Proof of Theorem 4. Let ¢ be the probablllty of a packet 1 H:m = 1
successfully being received in a time slot. Then the proba- k21 (1= Hmm)%_1 ’
bility of a packet successfully traversing a hop in time $list =1
Pr{T, =i} = (1 — q)q. and we are done. L]
Let Ty, ., be the amount of time a packet spends in the node obebi 11ty of dolay 1o than beta ve. mades
w queue. Lefly, ; be the minimum amount of time a packet I ‘ ‘ iz
spends in th&'" tier queue. Thus, we haw&, ;, < T .. oe ; HE
Let Ty be the amount of time required to traversdiops R
including queuing delay. Then, we have Sosf E
PriTy < p} = Pr{dTh+Tox) <5} é“
= Pr{T, < 76 — ZTQ’k} il 1
gdeka %0 2 0 w0 %0 100
d . n nodes
= (1 - q)lq Fig. 4. Upper bound currentness profilesersus number of nodes inkax k
i=0 grid for various values off
B d’f"Q K
— 1-(l—g 7 In Figure 4, we have the probability of a packet arriving
1-(1-9q) from a node in the network withif time slots for various num-
B=dTQ k ber of nodes in the grid whet#,, .., = 10. Note that Theorem

= 1-(1-gq) ) ¢ 4 does not consider the queuing delay and so for Iggaich
< 1-(1—g)att. as shown fop3 = 10°, the bound is weak.
Letjpg = 1— (1—q)7+!. Assume that Home is located in a A Preliminary real test-bed results
corner. Drawing diagonal lines through nodes such that these The real test-bed consists of a number of sensor modules
lines are perpendicular to the diagonal line passing througtistributed in ak x & grid arrangement as depicted in Fig-
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ure 3 where each sensor node is approximately spdged °
apart. For most test cases, we assume the Home unit is in the
lower left corner, and so we examine the performance of the om0
n = k? — 1 nodes routing information toward the Home node.
Each sensor module contains an 8051 microcontroller, a Mo-
torola GPS unit, a Frequency Hop transceiver, and a Dallas
semiconductor iButton temperature sensor as shown in Figure
5.

Currentness Probabilty

~o

20 40 60 80 100 120 140 160 180
9% Queue Size of Generated PKs.

Fig. 7. Currentness versus percentage of packets relative to queue size

Throughput per Queue Size

P

9% Throughput

Fig. 5. Sensor module with microcontroller, GPS, RF transceiver and temper- oask
ature sensor.

[

02 . L L L L L .
20 40 60 80 100 120 140 160 180
9 Queue Size of Generated PKts.

Tests were also performed on the relationship of current-
ness with respect to the positioning of Home within the grid.Fig. 8. Throughput versus percentage of packets generated relative to queue
Specifically, we positioned Home on the corner, on an edggze
and in the center (odd sized grids). Preliminary test indicated
that thew varied on the order df.1 for a3 ~ 106, As the grid generated at half the rate of delivery. Thus, loss due to queuing

. o overflow was evident.

et as1es —— IV. DISCUSSION ANDFUTURE WORK

The BEHGR protocol proposed in this paper presents an al-
ternate approach to routing and forwarding data with minimal
computation and network topology knowledge. We proposed
and measured the performance of a sensor network utilizing a
statistically sufficient statistic such as currentness.

The concept for developing statistically accurate sensor net-
working protocols represents a new set of ad hoc wireless net-
‘ ‘ ) : works worthy of investigation. The variation on thé,,,..
maximum number of hops provides incite into the synchro-

Fig. 6. Currentness versus number of nodes nization aspect. In some sense, the algorithm is providing a
TDMA allocation of slots based on the maximum number of
size increased, overall throughput and currentness decreaseops.
rapidly. We conjecture queuing loss as the primary cause. Queuing, fairness, and scalability in terms of hop statistics
Specifically, we believe dropped packets are the main sourageeds further analysis as well as the closed loop stability of
of error. synchronization.

Throughput results indicated minimal dependency on posi- The barrier problem associated with routing sensor infor-
tioning of Home. Specifically, preliminary real test-bed resultsmation in a SASN in the opposite direction relative to a central
have a variation on the order 6f05%. There appears to be location is alleviated but not eliminated by the assumption that
an inherent fairness in the algorithm in terms of allowing foreach node is actively mobile. The mobility allows for the likeli-
balanced metrics although more tests are required to validat®od that a node will enter a position allowing for the stranded
this claim. node to temporarily forward information toward home. Home

In Figures 7 and 8, the percentage of packets generated withalso allowed to move but requires some time for the network
respect to the queue size has a considerable effect on the over-adapt and settle to the change in position. In the case where
all currentness and throughput of the network. Local data wadome moves, a broadcast message of Home’s new location is

probability
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sufficient in terms of information transfer. In terms of compu-
tations, a new tier count calculation is required for each node.

Energy efficiency for battery powered sensor modules needs
to be addressed in future work. Of particular interest is the
work on extending the life of a battery powered network of
nodes by sending remaining energy values along with a tier
count as a means of determining if a server client relationship
with a higher energy level can be obtained before forwarding a
packet which is in the spirit of [13].
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